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#### Abstract

Recently, Threshold logic attracts a lot of attention due to the advances of its physical implementation and the strong binding to neural networks. Approximate computing is a new design paradigm that focuses on error-tolerant applications, e.g., machine learning or pattern recognition. In this paper, we integrate threshold logic with approximate computing and propose a synthesis algorithm to obtain cost-efficient approximate threshold logic circuits with an error rate guarantee. We conduct experiments on IWLS 2005 benchmarks. The experimental results show that the proposed algorithm can efficiently explore the approximability of each benchmark. For a 5\% error rate constraint, the circuit cost can be reduced by up to $65 \%$, and $\mathbf{2 2 . 8 \%}$ on average. Compared with a naive method, our approach has a speedup of $\mathbf{2 . 4 2}$ under a $\mathbf{5 \%}$ error rate constraint.


## I. Introduction

Threshold Logic has been studied since the 1960s. In 1961, an effective method for enumerating threshold functions was proposed [30]. Then, an approach to determining the input weights and threshold value of a Linear Threshold Gate (LTG) was proposed [31]. Later, linear programming methods were proposed to determine whether or not a function could be realized by a single LTG [32]. Despite several achievements on threshold logic in early days, threshold logic did not attract much attention due to lacking efficient methods for hardware implementation.

Recently, with advances of emerging technologies such as Resonant Tunneling Diodes [3], Quantum Celluar Automata [25], Resistant switching devices [12], Spin-based devices [2], and Single Electron Transistor [26], threshold logic becomes more popular than before. Accordingly, the design automation research for threshold logic grows in various aspects including multi-level synthesis methodologies [1][7][11][24][34], static timing analysis [28], verification [20], and testing [13].

On the other hand, threshold logic also strongly binds neural networks [16]. In fact, the neurons in a neural network are all LTGs. Currently, neural networks are the underlying platforms for Artificial Intelligence related applications such as machine learning [18], and pattern recognition [10].

Approximate computing, which is an emerging design paradigm targeting at error-tolerant applications, has been proposed recently. The benefit of approximate computing is to exploit the given error tolerance of applications to implement designs approximately with smaller area, delay, or lower power consumption [8]. Many previous works demonstrated the effectiveness of approximate computing in different design

[^0]levels ranging from algorithm [9], architecture [17], logic, to transistor levels [14].

Although many approximate logic synthesis techniques have been proposed [6][27][29][33], they are not for threshold logic networks. To directly leverage the inherent error tolerance in the applications of machine learning or data mining that utilize neural networks as platforms, we propose the first work that discusses the approximate logic synthesis for threshold logic networks in this paper.

To quantify errors in approximate computing, two types of error metrics are commonly used [15]: error magnitude and error rate. The error magnitude is usually used in arithmetic circuits to quantify the output differences of correct circuits and approximate ones in numerical values. Conversely, the error rate represents the percentage of all input patterns that produce the erroneous outputs in the approximate circuits. In this work, we adopt the error rate metric, and minimize the synthesized circuits while meeting the error rate constraint.

The main contributions of this work are two-fold:
(1) This is the first work that integrates threshold logic networks with approximate computing.
(2) The proposed approximate operations benefit threshold logic networks optimization with a hybrid cost function.

## II. Preliminaries

## A. LTG and threshold function

An LTG is a logic gate with $n$ binary inputs and one binary output. The parameters of an LTG are weight $w_{i}$, which is corresponding to an input $x_{i}$, and the threshold value $T$. An LTG can be represented by a weight-threshold vector $\left\langle w_{1}, w_{2}, \ldots, w_{n} ; T\right\rangle$. For example, the LTG in Fig. 1(a) can be represented as $\langle-3,2,-1,1 ; 1\rangle$. The output $f$ of an LTG is evaluated by $\mathrm{EQ}(1)$ :

$$
f\left(x_{1}, x_{2}, \ldots, x_{n}\right)= \begin{cases}1, & \text { if } \sum_{i=1}^{n} x_{i} w_{i} \geq T  \tag{1}\\ 0, & \text { if } \sum_{i=1}^{n} x_{i} w_{i}<T\end{cases}
$$

where $w_{i}$ and $T$ can be positive or negative integers. In $\mathrm{EQ}(1)$, if the weighted summation is greater than or equal to the value $T$, the output $f$ is 1 ; otherwise, the output $f$ is 0 . For example, an LTG $\langle 2,1,1 ; 3\rangle$ produces 1 under the pattern 110; it produces 0 under the pattern 100. A function that can be realized by a single LTG is called a threshold function. A network composed by LTGs is called a threshold network, and any functions can be represented by threshold networks.


Fig. 1. (a) An LTG having negative weights. (b) The resultant LTG after weight transformation.


Fig. 2. The set of CEVs of an LTG

## B. Positive-negative weight transformation

By the definition of an LTG, its weights and threshold value can be positive or negative integers. For ease of analyzing threshold networks, we transform the negative weights into positive ones by the positive-negative weight transformation [23]. The transformation procedure is as follows: (1) Negate the negative weights to positive ones, and add the absolute values of negative weights into the threshold value; (2) Reverse the polarities of corresponding inputs of the negated weights. For example, in Fig. 1(a), -3 and -1 are changed to 3 and 1 , respectively. Then, the threshold value 1 is updated as $1+|-3|+|-1|=5$. Finally, the polarities of $x_{1}$ and $x_{3}$ are reversed, represented as dots, as shown in Fig. 1(b). This weight transformation procedure eliminates negative weights without changing the functionality of an LTG.

## C. Critical-Effect Vector

For an LTG, there exists at least an input vector, called Critical-Effect Vector (CEV), such that the output changes from 1 to 0 when any one of its inputs in this vector changes from 1 to 0 [22]. For instance, in Fig. 2, $(a, b, c)=(0,1,1)$ and (1, $0,0)$ are the CEVs of the LTG $\langle 2,1,1 ; 2\rangle$. The complete set of CEVs is an efficient representation for the functionality of an LTG, and is also used to verify the equivalence of two LTGs. Furthermore, when we want to simplify the weights or the threshold value of an LTG without changing its functionality, we can check if the CEVs are intact for determining the validity of weights or threshold value reductions.

## D. Hybrid cost function of LTG networks

Gate count is a commonly used metric to evaluate the synthesized results of traditional Boolean networks. For LTG networks, many previous works also used this metric to evaluate the synthesized results [7][20][24]. However, when using the gate count as the cost function, designers tend to obtain a network with a fewer number of LTGs, even the LTGs might have more input variables, larger weights, or larger threshold values. This situation would lead difficulty to or even violate the restrictions in the physical implementation of an LTG [4]. For example, the fanin number of an LTG is generally suggested to be less than seven [23].

On the other hand, some previous work only considered the summation of weights and threshold values as the cost function [22]. This situation may result in a threshold network


Fig. 3. (a) An original LTG. (b) RW. (c) RG. (d) CC.
containing lots of primitive gates e.g. AND, OR, and neglect the compactness characteristic of threshold logic.

In fact, both the gate count and the weight-threshold summation in threshold networks are important as studied in [21], where a hybrid cost function is used as shown in $\mathrm{EQ}(2)$.

$$
\begin{equation*}
\operatorname{cost}=\alpha \cdot \sum_{i}\left(\sum_{j} w_{i j}+T_{i}\right)+(1-\alpha) \cdot \mid \text { gate } \mid \tag{2}
\end{equation*}
$$

In $\mathrm{EQ}(2), \alpha$ is balance parameter about the gate count and the weight-threshold summation, $w_{i j}$ is the weight of input $x_{j}$ in gate $i, T_{i}$ is the threshold value of gate $i$, and $\mid$ gate $\mid$ is the gate count in the whole threshold network. In this work, we also adopt this hybrid cost function in the synthesis of approximate threshold networks.

## III. Proposed Method

## A. Error rate computation

In the synthesis of approximate circuits, the first issue to be dealt with is error computation. As mentioned, we adopt the error rate as the metric to measure the quality of approximate circuits. To represent the functionality of the original circuit efficiently for further error rate computation, many previous works simulated enormous random vectors with a uniform distribution [33]. These random vectors are saved and regarded as Golden Vector (GV) of the original circuit. Then the vectors having different responses at the outputs between the original circuit and the approximate one are called Erroneous Input Vectors at Output (EIVO). The ratio of the number of EIVO and the number of GV is defined as the error rate, which is shown in EQ(3).

$$
\begin{equation*}
\text { ErrorRate }=\frac{|E I V O|}{|G V|} \times 100 \% \tag{3}
\end{equation*}
$$

This paper also adopts the same method to evaluate the error rate of approximate circuits.

## B. Approximate operations

We propose three types of approximate operations.
Type 1: Remove one Weight (RW): This operation sets a weight $w_{i}$ as 0 . Then the corresponding input cannot influence this LTG. For example, Figs. 3(a) and 3(b) are an original LTG and the resultant LTG after applying an RW operation on the weight of input $x_{3}$. Note that the input $x_{3}$ of weight zero can be removed directly as shown on the right of Fig. 3(b).
Type 2: Remove one Gate (RG): This operation removes the LTG and connects one of its input to the output of the LTG. For example, Fig. 3(c) is the resultant circuit (wire) after applying an RG operation. The input $x_{1}$ is connected to the output.

Type 3: Change to Constant (CC): This operation changes the LTG to a constant 0 or 1 . For example, Fig. 3(d) is a resultant circuit (constant) after applying a CC operation.


Fig. 4. The special case of the approximate operations.
In our synthesis flow, we will apply these approximate operations to the threshold network repeatedly. For the RW operation, it can be applied to an LTG more than once for further approximation if necessary. For the RG and CC operations, they are not the case. This is because the resultant LTGs become a wire or a constant. However, for a resultant LTG after applying an RW operation, sometimes it would be also simplified as a constant 0 . For example, in Fig. 4, the left LTG is evaluated as 0 under all input vectors and is equivalent to a constant 0 . Hence, we will check if a resultant LTG is a constant 0 after applying an RW operation. If so, the resultant LTG will be replaced by a constant 0 .

## C. LTG and approximate operation candidate selection

We apply an approximate operation to a selected LTG repeatedly. A good approximation is to reduce a higher cost while incurring less error. Two candidate selection issues need to be addressed. (1) Which LTG should be selected first for approximation? (2) What kind of operation should be performed on the selected LTG?

The locations of LTGs in a threshold network show different potential for approximation. If the approximate LTG is near the Primary Inputs (PIs), the error effect caused by approximation might be masked due to more levels in the fanout cone of the LTG. On the other hand, if the approximate LTG is close to the Primary Outputs (POs), more levels in the fanin cone might make the distribution of local inputs occurred in an LTG non-uniform. If the number of input vectors with respect to the erroneous local inputs is fewer, the error rate would be lower. Hence, we observed that different locations for approximation have different benefits to reduce error rates. As a result, the locations of LTGs for approximation are not considered. We randomly choose an LTG for approximation.

However, for the second issue, we have a strategy. Generally, keeping the input with the largest weight in an LTG can approximate the functionality of the LTG with less error. Conversely, removing the input with the smallest weight influences the functionality of the LTG very little. As a result, applying an RG operation with keeping the input of the largest weight, and applying an RW operation with removing the input of the smallest weight are two preferable choices in our algorithm.

## D. Error rate estimation after approximation

Applying the proposed approximate operations reduces the cost of the threshold network; however, we need to further consider if the error rate exceeds the constraint during approximation. Choosing a candidate LTG with an approximate operation, we have to estimate the corresponding error rate after the approximation. Once a candidate satisfying the error rate constraint is obtained, we accept the candidate and update the current approximate network. The error rate estimation considers two points: (1) Only an overestimation is acceptable. (2) A more accurate estimated result is better.

We divide the discussion into three parts. The same example will be used throughout these three parts. In the example,


| a | b | c | f | GVID | CurVID | $f^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | $1,38 \ldots$ | $1,38 \ldots$ | 0 |
| 0 | 0 | 1 | 0 | $50,99 \ldots$ | $50,99 \ldots$ | 0 |
| 0 | 1 | 0 | 0 | $11,67 \ldots$ | $11,67 \ldots$ | 0 |
| 0 | 1 | 1 | 1 | $28,55,69$ | $28,55,69$ | 0 |
| 1 | 0 | 0 | 0 | $31,86 \ldots$ | $31,86 \ldots$ | 0 |
| 1 | 0 | 1 | 1 | $21,23,29$ | $21,23,29$ | 0 |
| 1 | 1 | 0 | 1 | $7,52 \ldots$ | $7,52 \ldots$ | 1 |
| 1 | 1 | 1 | 1 | $29,30 \ldots$ | $29,30 \ldots$ | 1 |

Fig. 5. (a) An original LTG. (b) The approximate LTG. (c) Local information at the source.
we approximate the threshold network twice and compute the error rate.

The scenario in this example is set as follows. The total number of golden vectors, $|G V|$, is 100 , and the error rate constraint is $4 \%$. To differentiate the EIVO at different iterations, we add an additional superscript on the original notation of EIVO. For example, EIVO ${ }^{(2)}$ stands for the EIVO after the second approximate operations. Note that $E I V O^{(0)}=\emptyset$ due to no approximation.

1) Part I: After applying the GV into the original threshold network, we obtain the Local Input Vector (LIV) for each gate. For example, assume that Fig. 5(a) is an LTG $f$, which will be approximated as $f^{\prime}$ in Fig. 5(b) by an RW operation. Its truth table containing LIV abc $=000 \sim 111$ and the corresponding Vector ID (VID) at the PIs is shown in Fig. 5(c). According to Fig. 5(c), $f \neq f^{\prime}$ for LIV 011 and 101 and the corresponding VID are $28,55,69,21,23$, and 29. Columns 5 and 6 in Fig. 5(c) represent the Golden Vector ID (GVID) and Current Vector ID (CurVID), respectively. GVID column exhibits the VID distribution in the original threshold network and this information is obtained from GV generation. CurVID column stands for the current VID distribution in the approximate network, and this information will be updated after an approximation is accepted.

The location of the approximate gate $f^{\prime}$ is called the source of this approximation and the corresponding VIDs are called Erroneous Input Vectors at Source (EIVS). Note that since the error effects of EIVS are not always propagated to the POs, we should not estimate the error rate as $\frac{\mid \text { EIVS| }}{|G V|}=$ $\frac{|\{28,55,69,21,23,29\}|}{100}=6 \%$, which could be overestimated.
2) Part II: In a global view, the EIVS have considered the influence from the transitive fanin cone of the source. Next, we also need to consider the error effect propagation to the transitive fanout cone of the source. However, if we use the POs as the observation points for checking whether the error effect is propagated out or not, the computation efforts would be large. To balance the computation efforts and the accuracy, we propose a method named limited-level error simulation. Before introducing this method, we define a term.
$L$-Boundary LTGs: Given a source, and a user-defined parameter $L$, the LTGs in the transitive fanout cone of the source satisfying one of the following conditions are called $L$-Boundary LTGs.
(1) The shortest level from source to the LTGs is equal to $L$.
(2) The shortest level from source to the LTGs is less than $L$, but the LTGs are POs.

The limited-level error simulation is composed of three steps: (1) Search $L$-Boundary LTGs in a Breadth First Search


Fig. 6. (a) The erroneous status after propagating EIVS of $f$ '. (b) The EIVB of an approximate operation on $f^{\prime}$.


Fig. 7. (a) An original LTG. (b) The approximate LTG. (c) Local information at the source.
manner. (2) Propagate the error effect in EIVS from the source to the $L$-Boundary LTGs. The remaining erroneous vectors are called Erroneous Input Vectors at Boundary (EIVB). (3) Estimate the error rate by $\mathrm{EQ}(4)$

$$
\begin{equation*}
\text { EstimatedErrorRate }=\frac{\left|E I V O^{(i-1)} \cup E I V B\right|}{|G V|} \tag{4}
\end{equation*}
$$

where $E I V O^{(i-1)}$ is the EIVO from the last iteration.
For example in Fig. 6(a), the source is $f^{\prime}$, and we assume that $L$ is set 2 in this example. $L$-Boundary LTGs are $s$, $u$, and $r$, where $r$ is a PO. Each $L$-Boundary LTG has its VID. According to Fig. 6(a), we obtain the EIVB $=\{21,23$, $29,55\}$, which is obtained by the union of VID in the $L$ Boundary LTGs $s, u$, and $r$. This result is listed in Fig. 6(b) and also demonstrates that the error effects of some EIVS are blocked. Finally, the error rate is estimated by $\mathrm{EQ}(4)$ as $\frac{|\emptyset \cup\{21,23,29,55\}|}{100}=\frac{4}{100}=4 \%$.

The limited-level error simulation reduces the computation effort for estimating the actual error rate. If the estimated error rate is less than the error constraint, the actual error rate will definitely meet the constraint. Hence, we will accept this approximate operation and update the local information of each LTG. On the other hand, if the estimated error rate is larger than the error rate constraint, we will discard this approximation, and evaluate another approximation candidate.
3) Part III: We have already accepted $f^{\prime}$ for approximation because the estimated result does not exceed the error rate constraint. Furthermore, the updated result shows that EIVO ${ }^{(1)}$ becomes $\{21,29,55\}$, where VID 23 is eliminated after the updating. Next, we conduct the second approximation for $j^{\prime}$ using the same method. First, we calculate EIVS of $j^{\prime}$ by the local information in Fig. 7, and the EIVS are $\{55,56,72\}$. Second, we conduct the limited-level error simulation, and the EIVB are the same. Finally, the error rate is calculated by $\mathrm{EQ}(4)$ as $\frac{\left|E I V O^{(1)} \cup E I V B\right|}{|G V|}=\frac{|\{21,29,55\} \cup\{55,56,72\}|}{|G V|}=\frac{|\{21,29,55,56,72\}|}{|G V|}=$ $\frac{5}{100}=5 \%$. Because the error rate exceeds the constraint $4 \%$, the approximate operation on $j^{\prime}$ is rejected.


Fig. 8. The parameter settings in each stage of approximation.
In the example of $j^{\prime}$, we show that some erroneous vectors in the previous approximate operations cannot be included in the EIVB of $j^{\prime}$. For example, VID 21 and VID 29 are in the $E I V O^{(1)}$, but they are not seen at the EIVB of $j^{\prime}$. Because EIVB of $j^{\prime}$ only considers the erroneous vectors generated by $j^{\prime}$, other erroneous vectors might be disappeared in EIVB. However, we have already obtained the overall erroneous vectors from EIVO ${ }^{(i-1)}$ by updating. Hence, the union in $\mathrm{EQ}(4)$ combines the error effect of $E I V O^{(i-1)}$ and EIVB such that the estimated error rate will not be underestimated.

## E. Approximation heuristic

The proposed approximation heuristic consists of four stages, and they are Leading Stage (LS), Middle Stage (MS), Fine-tuned Stage (FS), and Quick-searching Stage (QS). Two parameters cause the stage transition and they are AttemptLimit and Timeout. AttemptLimit is a userdefined parameter for representing the upper bound of the failing trials during approximation. Timeout is a timing budget parameter for the overall approximation. If the selected approximation in one stage violates the error rate constraint for AttemptLimit times consecutively, the heuristic will transit to the next stage. However, for large circuits with more LTGs, when CPU time reaches one-half of the Timeout, we jump to QS for converging the approximate results quickly. We discuss the details of the heuristic in the following paragraphs.

We create two queues, High Priority Queue (HPQ) and Low Priority Queue (LPQ), to prioritize the candidate LTGs. We choose the LTGs from the HPQ first. When the HPQ is empty, we choose the LTGs from the LPQ. Initially, we insert every LTG into the HPQ. When an LTG is chosen for approximation but the corresponding estimated error rate exceeds the error rate constraint, a failure counter for that LTG will increase by one. When the failure counter is over a userdefined value, we remove the LTG from the HPQ to the LPQ. Furthermore, if an RG or CC operation is accepted, the corresponding LTG is removed out from the queue immediately.

To achieve a better quality of approximation, we shrink the error rate constraint in the first stage. That is, if the original error rate constraint is $\beta$, we set the error rate constraint to be $\gamma$ in the first stage LS, where $\gamma=0.25 \beta$. The reason behind this is that an approximate candidate consumes most of the error rate budget is not a good candidate. Hence, we exclude this candidate from the result in the LS. For the stages of MS, FS , and QS , we resume the error rate constraint to $\beta$.

On the other hand, the limited-level error simulation elevates the efficiency by reducing the search space, but it might sacrifice the quality of the approximation. Generally, a smaller $L$ reduces the estimation effort but could miss some possible candidates. A larger $L$ spends much estimation time for having more accurate estimated results. To tradeoff


Fig. 9. An example for removing redundant weight and threshold value of an approximated LTG.


Fig. 10. The overall flow of our algorithm.
estimating effort and approximation quality, we dynamically adjust $L$ in different stages. For the LS and MS, we set $L$ as $0.5 \times$ largest depth in the threshold network heuristically. For the FS, we change $L$ to the largest depth to explore the larger solution space, where might not be searched during LS or MS. Conversely, if the heuristic transits to the QS, that means the remaining time budget for approximation is tight, we change $L$ to $0.3 \times$ largest depth for further reducing the search space.

We summarize the parameters and stage transitions in Fig. 8. Fig. 8(a) lists the settings under different stages. In Fig. 8(b), it shows a situation that overall CPU time does not exceed one-half of the Timeout, and the total CPU time for LS and MS are regarded as a reference for running the FS stage. In Fig. 8(c) $\sim$ Fig. 8(e), the earlier stages reach one-half of the Timeout, then they jump to QS stage directly.

## F. Redundancy removal

After obtaining a network that cannot be further approximated in our algorithm, we try to remove redundancy on the remaining weights and threshold value for further cost reduction. For example, assume that the original LTG $z$ is in Fig. 9 and $z^{\prime}$ in the middle of Fig. 9 is an approximate LTG after removing $x_{2}$ and the corresponding weight. We can apply the simplification technique proposed in [22] to obtain a more simplified LTG, as shown on the right of Fig. 9.

The simplification technique in [22] is a CEV-based approach. Hence, all of the remaining LTGs are applicable for this simplification technique. We briefly describe two major steps of this simplification technique. (1) The weights are sorted by their values in a decreasing order. (2) Decrease the weights from the largest weight by 1 , and the threshold value is also reduced by 1 . If the CEVs of the new LTG remain the same as the original LTG, that means the two LTGs are functionally equivalent, the original LTG will be replaced by the new LTG. Otherwise, we repeat the procedure for the next weight. The simplification procedure is terminated until all the weights cannot be further reduced.

## G. Overall flow

The overall flow of our algorithm is shown in Fig. 10. The inputs are an initial threshold network and a user-specified error rate constraint. The output is an approximate network satisfying the error rate constraint. We first conduct the weight transformation, followed by the GV generation. Next, the procedures enclosed in a dotted area are the main procedures of our algorithm and divided into two parts. The upper part is for checking Timeout or stage transition. In the lower part, we select LTGs, generate approximate operations, estimate error rate, and update the network repeatedly. When the approximation violates the error rate constraint for AttemptLimit times consecutively in the FS or QS stages, the approximation ends. Next, the weights and threshold values are simplified. Finally, we perform the weight transformation reversely to report the resultant approximate threshold network.

## IV. Experimental Results

We implemented our algorithm in C++ language. The experiments were conducted on a 2.6 GHz Linux platform with Intel Xeon E5-2650V2. The benchmarks are from IWLS 2005 [35] and MCNC. Each benchmark was initially synthesized as a threshold network by a tool in [34], using $|P I|$ as the fanin number constraint. The experimental settings were as follows. Since our algorithm involves randomness in some procedures, we conducted experiments on each benchmark for 10 times and report the average results. Note that the experiments on one benchmark with different error rates used the same random seed to ensure the GV are the same for comparison. Furthermore, the size of GV is 10000 , which is the same as the previous work [33]. The balance parameter mentioned in Section II-D is set as 0.5. AttmeptLimit is set as $0.7 \times|L T G|$ in the network. Timeout is 3600 seconds.

Since this work is the first approximate circuit synthesis targeting at the threshold networks, to demonstrate the effectiveness and efficiency of our approach, we also implemented a naive method, and conducted experiments for comparison. In the naive method, the proposed heuristic in Section III-E was not adopted, i.e., the parameters were fixed for all the stages.

TABLE I shows the experimental results. Column 1 lists the benchmarks. Columns $2 \sim 4$ are the initial number of LTGs, weight-threshold summation, and cost in the benchmark. Columns 5~12 and Columns $14 \sim 21$ are experimental results for $5 \%$ and $10 \%$ error rate constraints. For each error rate constraint, we list the cost, cost improvement (I.), final error rate (E.), and CPU time (T) of the naive method and our approach compared with the initial network. Columns 13 and 22 are the ratios of CPU time between the naive method and our approach for 5\% and $10 \%$ error rate constraints.

According to TABLE I, the averaged cost improvement of our approach is higher than that of the naive method. Furthermore, our averaged speedups compared against the naive method are 2.42 and 2.14 for $5 \%$ and $10 \%$ error rate constraints. This is because we do not explore the whole threshold network for estimation during LS, MS, and QS stages. However, for dalu, the naive method performed better than ours. This is because dalu has a large depth compared with other benchmarks. The large depth causes the error rate estimation inaccurate in our limited-level error simulation.

TABLE I. THE COMPARISON OF EXPERIMENTAL RESULTS BETWEEN NAIVE AND OUR APPROACH.


## V. CONCLUSION

This is the first work that integrates threshold networks with approximate computing. We propose three approximate operations for threshold networks. Furthermore, the proposed estimating method tradeoffs accuracy and computing effort, which provides an efficient way to eliminate inappropriate candidate during approximation. According to the experimental results, our approach efficiently reduces the cost of approximate threshold networks.
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